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Climate models are going beyond their traditional structured,

. : - o . . Analysis packages are often not Climate has a very low aspect ratio (10,000km wide while only 10km deep) This means 2D plots are the best way to view
Pr I m: Climate model output continues to grow in size rectangular grids. Ex: atmosphere cubed sphere grid (left), . . . N .
Ob e from both increased resolution and additional fields Spherical Centroidal Voronoi Tessellation (right) aware of where data lies on grid. climate output. HOWEVER, the current tools to analyze and plot the data are single-threaded and assume rectangular grids!
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NCL (NCAR Command Language) is a widely ParNCL beta has been released! Download from http://trac.mecs.anl.gov/projects/parvis
used scripting language tailored for the Future: Combining Data and
analysis and visualization of geoscientfic data. Task-Parallelism
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=Uses array-based storage, for memory
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